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Abstract— Untethered, wireless peripheral nerve recording
for prosthetic control requires multi-implant communications
at high data rates. This work presents a multiple-access
ultrasonic uplink data communication channel comprised
of 4 free-floating implants and a single-element external
transducer. Using code-division multiple access (CDMA),
overall channel data rates of up to 784 kbps were measured,
and a machine-learning assisted decoder improved BER by
>100x. Compared with prior art, this work incorporates
the largest number of implants at the highest data rate and
spectral efficiency reported.

Index Terms— CDMA, implant, machine learning, neural
network, peripheral nerve interface, ultrasound, wireless data.

I. INTRODUCTION

Recording neural activity from the residual nerves is a
gateway to restoring post-amputation loss of motor function.
Short-term human studies have previously demonstrated ac-
tive control of prosthetic arms using recorded neural signals
from the peripheral nervous system (PNS) [1], [2], [3], [4]. It
has been shown that increasing the number of recording sites
on different neural pathways, (e.g. medial and ulnar nerves),
provides considerably more controllable degrees of freedom
on the prosthetic arm, translating into more natural hand
gestures. Due to the use of tethered electrodes in previous
studies, (e.g. Utah Slanted Electrode Arrays), the quality
of the recorded signals degraded over time; in part due to
widening of the dead-zones in the vicinity of the electrodes
[5]. On the other hand, free-floating electrodes have shown
excellent signal quality over time [6]. Therefore, a distributed
network of free-floating peripheral nerve recording implants
is proposed and illustrated in Fig. 1.

The development of the interface shown in Fig. 1 presents
a number of challenges. To minimize infection risk, tissue
damage and improve the ease of implantation, the implants
should be wireless and as small as possible. The bandwidth
of spiking nerve signals necessitates an uplink data rate
of ~200 kbps (~10 bits/S at 20 kS/s) for each implant.
And lastly, for deep targets on the PNS, wireless operation
range, including power delivery to implants, of 10s of mm
is required.

Compared with batteries and electromagnetic power trans-
fer, ultrasound (US) has been demonstrated to provide the
highest power delivery density to miniaturized (mm- and sub-
mm-scale) implants operating at depth (up to 120 mm [7]) in
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Fig. 1: Concept of active prosthetic arm control using a distributed network
of ultrasonically powered peripheral nerve implants.

tissue [8]. Due to relatively low ultrasound carrier frequen-
cies (1-5 MHz), and the limited power budget of implants
(resulting in low SNR), achieving uplink data rates of ~200
kbps/implant is challenging and has not been achieved in the
art to our knowledge. To meet the requirements of a practical
neural interface [4], tens of neural recording sites are needed,
resulting in a required total data rate of 2-20 Mbps.

This work focuses on the demonstration of high-
throughput data uplink rather than low-noise acquisition of
neural signals. We present an ultrasonic uplink protocol and
receiver that achieves a total data rate of 784 kbps for 4
implants (196 kbps/implant) and a spectral efficiency of 490
kbps/MHz, the highest reported to our knowledge. Further
scaling of this protocol to support up to 12 implants at 2.45
Mbps is possible, as discussed in Section IV.

Section II discusses design challenges and strategies to
realize an ultrasound multi-access high data-rate uplink com-
munication channel. Experimental results are presented in
Section III. Finally, comparison with the state-of-the-art is
summarized in Section IV.

II. US POWER AND UPLINK DATA PROTOCOLS

Bulk piezoceramic (piezo) resonators are ultrasound trans-
ducers that are commonly used as both implant energy
harvesters and data transmitters/receivers [9], [10]. Since
bulk piezos dominate the volume of the implants, it is
desirable to reduce the number of piezos to one per implant.
In a single-piezo implant, there exist two previously reported
schemes that perform both power delivery and uplink data
transmission: (a) sequential power harvesting followed by
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Fig. 2: Previously reported power and uplink protocol for single-piezo
implant devices. (a) active drive: sequential power harvesting and uplink
data transmission (b) pulse-echo scheme: simultaneous power harvesting
and uplink echo modulation.

active drive [7] and (b) simultaneous power harvesting and
echo modulation [12]. In both of the schemes, the US power
pulse is generated by a distant external transducer. Case
(a) requires an additional transducer for receiving data as
illustrated in Fig. 2(a). In case (a), once the power harvesting
phase is over and energy is stored on a capacitor, the implant
piezo is actively driven by the implant circuit to transmit
data back to the second external transducer where it is
acquired and subsequently demodulated and post-processed.
In case (b), known as the pulse-echo scheme, uplink data
transmission is realized by modulating the amplitude of the
echo of the power delivery pulse, Fig. 2(b). In the pulse-echo
scheme, the modulated echo carrying uplink data is received
by the same external transducer that initially transmitted the
power pulse. Therefore, to avoid an excessive dynamic range
requirement of the analog front-end of the receive chain,
the pulse/echo duration is restricted to twice that of the
time of flight (ToF) between the external transducer and the
implant resulting in a 50% duty cycle for data transmission.
Although the data transmission period of the active drive
scheme is not constrained by the ToF, actively driving the
piezo rapidly discharges the implant charge-reservoir and
consequently must be short, usually <50% of the time, and
immediately followed by another power pulse. Therefore, in
this work, a generic protocol-independent, 50%-duty-cycled
data transmission period is considered.

A. Multiple-Access Protocols

The two schemes described above can be extended to
achieve multi-implant communications. Multi-site ultrasound
power delivery has been previously demonstrated by ul-
trasound phased-arrays [11] or a single-element external
transducer [12], an apparent tradeoff between high spatial
selectivity and low cost. In either case, power is delivered to
the implants during pre-determined time slots shared between
all implants. A significantly more challenging problem in a
multi-implant setting is the simultaneous uplink data trans-
mission. Classic RF multiple access communication proto-
cols, namely frequency-division multiple access (FDMA),
time-division multiple access (TDMA), and code-division
multiple access (CDMA) are possible options.

Implementation of US FDMA has a practical limitation
that every implant piezo in the network needs to have a
precise and unique geometry (e.g. thickness), increasing
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Fig. 3: Illustration of bit expansion and resulted Inter Symbol Interference
(ISI): transmission of a ‘101’ for various cycles/bit configurations.
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Fig. 4: Block diagram of machine-learning assisted CDMA decoder.
the implementation cost and complexity. Excellent uplink

data transmission rates have been reported using TDMA
for a network of two implants [11], but a potential scaling
limitation of the TDMA is its sensitivity to multipath re-
flections, especially at high-data rates and/or high number
of implants when the allotted time slot to each implant
becomes too narrow such that a strong multipath reflection
can contaminate other channels. In an US CDMA network,
all implant piezos share the same geometrical design [12],
and the channel sensitivity to multipath reflections can be
significantly reduced by using a simple multipath-correlator
receiver, e.g. Rake [13]. Also, similar to cellular CDMA, the
intermittent neural signal can be exploited (by squelching)
to enhance the bit error rate (BER) at high data rates [14].
Thus, CDMA is an attractive protocol for multi-site implant
communications and is therefore considered in this work.

B. Machine Learning Assisted CDMA Decoder

The data transmission period (each packet length) is of
finite duration limited by the ToF. Since the packet trans-
mission rate is also set by the ToF, increasing the data
rate requires increasing the number of bits transmitted in
each packet, resulting in fewer US cycles/bit. For instance
for a packet length of 60 us, 96 cycles of a 1.6 MHz
carrier are available. Transmitting 16 and 96 bits/packet
respectively results in allocation of 6 and 1 US cycles/bit.
Fewer cycles per transmitted bit consequently result in inter-
symbol interference (ISI). Fig. 3 shows signals received by
the external transducer when an implant is transmitting a
‘101’ for various numbers of cycles/bit, assuming that on-
off keying (OOK) base-band digital modulation is used.
Due to the finite mechanical bandwidth of the piezo, the
received signal is expanded in time. It can be observed
that as the number of cycles/bit decreases the transmitted
bits are merged together and become indistinguishable from
one another. This results in a strong ISI, which significantly
degrades the BER at high data rates if a conventional decoder
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Fig. 5: (a) Setup for automated data collection and (b) generation .

is used. Here, we present an ISI tolerant machine learning
(ML) assisted decoder to improve BER at high data rates.

Prior art has demonstrated the application of ML, es-
pecially Neural Networks (NN) in communication. [15]
demonstrates that for a CDMA protocol, a NN approach
can outperform conventional matched-filter implementations
and deliver results close to that of an optimal decoder.
In [16], an end-to-end approach was taken to enhance the
performance of detectors for OOK and pulse amplitude
modulation. Furthermore, bi-directional recurrent NN (RNN)
model was shown to excel at continuous multi-symbol se-
quence detection in the presence of strong ISI.

In this work, the waveform of the packetized data is
used to train the ML model. Each packet forms an im-
age that includes all transition levels through the symbols
in that packet. 1-D image processing is performed by a
Convolutional Neural Network (CNN) that processes the
raw waveform, eliminating the need for manually selecting
input features. A CNN-based model benefits from parameter
sharing to detect certain features that can appear anywhere
along the image; as a result, fewer model parameters are
required to achieve the desired patter recognition accuracy,
relaxing the data size and training time constraints.

Fig. 4 shows a block diagram of the receiver backend. The
raw acquired waveform is input to a CNN-based regressor,
with no prior filtering or demodulation. The CNN model
is comprised of 4, 1-D Conv. layers with ReLU activation
function, followed by Max Pooling operations and a final
fully connected (FC) layer that maps to the outputs. The
CNN is trained to predict the corresponding stream of
CDMA levels. These arrays of predicted levels are then
despread (using the assigned CDMA codes) to recover the
actual data transmitted by each implant.

III. EXPERIMENTAL RESULTS

To experimentally verify the efficacy of the ML-assisted
decoder and specify the maximum achievable data rate, the
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Fig. 6: Simultaneous data transmission of 4 implants using OOK CDMA
modulation. Measured waveforms received by external transducer for data
rates of (a) 56 kbps and (b) 392 kbps.

setup shown in Fig. 5 was used for automated data generation
and collection. Pseudorandom OOK data generation and
CDM encoding was performed on a PC. Four piezoceramic
cubes (APC851, 0.51 mm?, 1.6 MHz) mounted on a flexible
board (0.3 mm thick) were suspended at a distance of 50
mm away from a 0.5 diameter single-element unfocused
external transducer (Olympus V304-SU-F1.88IN-PTF) in oil
(with ~0.5 dB/cm at 2 MHz). Each piezo was driven by an
ultrasound pulser (Maxim, MAX14808) whose command in-
puts were controlled by an FPGA (Xilinx Spartan-6 LX150)
clocked at 57 MHz. CDM-encoded OOK pseudorandom data
was generated by a PC and transferred to the FPGA for each
packet of data. Once the packets are launched by driving
the implant piezos, the output of the external transducer is
sampled by an 8-bit analog to digital converter (ADG9057)
to record the acoustically superimposed CDM-encoded data
transmitted by all piezos. The recorded signal at the output of
the external transducer was transferred to PC where labeling
and subsequent digital processing were performed. Measure-
ments were made for multiple data rate configurations at
10,000 packets per configuration. A set of 4,000 packets
(~290 ms of recording) were used for model training. For
the two highest data rate configurations, 6400 packets were
used instead for training the CNN as in these configurations
packets contained a significantly higher number of bits to be
decoded. Pre-trained models and transfer learning techniques
can be used to further shorten the training phase. All the
measurements were performed with a 50% packet rate as
explained in Section II. Since ToF is held constant, packet
data transmission rate was set to 14 kHz, and the packet
duration was maintained at 35 us (56 ultrasound cycles at 1.6
MHz). The data rate was adjusted by changing the number
of bits/implant per packet from 1 to 14, respectively resulting
in 56 kbps to 784 kbps data rates. Measured packet streams
received by the external transducer for 56 kbps and 392 kbps
uplinks are shown in Fig. 6(a) and (b). The transition levels
(superimposed codes transmitted by implants, e.g. 3133) for
low data rates, e.g. 56 kbps in Fig. 6(a), are clearly visible. In
Fig. 6(b), however, transition levels due to strong ISI cannot
be easily observed.
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TABLE I: Comparison of Recently Published US Links
91 (171 [7] [18] [11] This This This

work work  work
No. of Implants 2 1 1 1 2 4 4 4
Piezos per Implant 1 2 1 2 2 1 1 1
External Elements 32 2 2 2 32 1 1 1
Depth [mm] 60 85 120 375 65 50 50 50
fe [MHz] 1 25 079 1 252 1.6 1.6 1.6
Uplink [kbps] 50 100 10 75 194 392 672 784
SE™ [kbps/MHz] 50 40 126 75 71 245 420 490
BER - 1E4 1E5 - 1E-4 1E-5 1.2E-4 64E-4

*Spectral Efficiency

The measured BER for different channel data rate con-
figurations is shown in Fig. 7(a) for a signal-to-noise ratio
(SNR) of 35 dB. A comparison was made with a more
conventional approach, a Minimum Mean-Squared Error
(MMSE) detector, which was implemented, trained and
tested on the same data set. At low data rates where ISI
is insignificant, both of the decoders can achieve a BER of
1E-5. As the data rate increases, ISI significantly degrades
the performance of the MMSE decoder. An optimal CDM
decoder [13] could enhance this performance, but such an
implementation would be computationally impractical for
data rates greater than 224 kbps. The ML-assisted decoder
achieves a BER better than 6.4E-4 for data rates up to 784
kbps without the computational complexity of an optimal
CDM decoder. To evaluate the system performance in lower
SNR values, in-band gaussian noise was added to the col-
lected samples to generate an SNR range of 0-35 dB. At each
SNR level, the model was retrained with noisy samples and
retested with the data set. Fig. 7(b) summarizes the achieved
BER by the ML-assisted CDMA decoder at different rates
and SNR values. As an example, for 30 dB of SNR, BER
of 5E-7 can be achieved for data rates up to 392 kbps.

IV. SUMMARY

Table I summarizes the performance metrics of the CDMA
communication channel presented in this work compared
to those of the prior art. This work incorporates 4 single-
piezo implants operating at a total data rate of 784 kbps,
the highest reported to our knowledge. Introducing a CNN-
assisted CDMA receiver improves BER by more than 2
orders of magnitude when compared with a common MMSE
decoder. This work also achieves the highest reported spec-

tral efficiency ~10x higher than the best reported single-
piezo implant [9], and ~6.4x higher than the best dual-
piezo implant[11]. Moderate carrier scaling to 5 MHz would
increase the number of implants supported in this work to
12, resulting in an overall channel datarate of 2.45 Mbps.
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